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Abstract—This paper presents an agent-based infrastructure for grid computing called GrEASe (Grid Environment based on Agent Services). Grids are typically complex, heterogeneous, and highly dynamic environments, and agent technology can satisfy the basic requirements of this kind of contexts. GrEASe is organized as a two layer structure: the lower one providing the resource independent functionalities and the upper one providing all the grid-specific services. All the features of the grid infrastructure have been modeled with the multi-behavioral agent model of the AgentService programming framework. This platform is also the runtime environment for the multi-agent system associated with each grid node.

Index Terms—Grid Computing, Multi-Agent Systems

I. INTRODUCTION

RESOURCE sharing is nowadays an important issue, not only because it offers many advantages in distributed computing, but also because data sharing is becoming more and more useful in many fields. Resources can be classified in three different groups: data, services, and computational power. By following this classification we can distinguish three types of grids [1]. Data Grids manage huge collections of geographically distributed data, which can be generated in many different ways: data streams are daily sent from satellites for weather forecasts and climatic changes analysis; large collections of data generated from scientific experiments allow geographically distributed researchers to collaborate to the same research project. Service Grids provide services that could not be obtained from a single platform: streaming multimedia services or collaborative applications. Computational Grids provide the aggregate power of a collection of processors spread over the network as a unique, big processor. Grids are an economic and efficient way to compute, since they bring to the end user an incredible set of resources with a relatively low cost.

A Grid infrastructure is a complex and high dynamical environment: multiple, heterogeneous, and distributed resources need to be managed and accessed by means of a uniform interface. Real applications need also a customized interaction according to the different privileges of the users. The depicted scenario can certainly benefit from Agent technology [2]. Agents are autonomous software entities with some level of intelligence; agents work better if they belong to a community such as a multi-agent system (MAS) [3]. Agents act in a distributed manner, cooperate, compete, and negotiate to solve a problem or to perform a task. These features make the agents an interesting technology to implement Grid infrastructures.

In this paper GrEASe, an agent-oriented architecture which provides services in a Grid is described. GrEASe is implemented by the use of the AgentService programming platform [4].

A brief overview on agent technology and multi-agent systems is provided in Section II and how this technology can be applied to grid computing is explained. Section III includes the description of AgentService programming platform. Section IV describes the features of GrEASe, while Section V presents an interesting use case of such architecture followed by a possible application of GrEASe to a real scenario. Conclusions follow in Section VI.

II. AGENTS TECHNOLOGY AND GRID COMPUTING

A. Agents and Multi-Agent systems

A software agent is an autonomous software entity able to expose a flexible behavior. Flexibility is obtained by means of reactivity, pro-activity and social ability [3]. Reactivity is the ability to react to environmental changes in a timely fashion while pro-activity is the ability to show a goal directed behavior by taking the initiative. Social ability, that is the ability to interact with peers by means of cooperation, negotiation, and competition, is one of the most important features of agent oriented programming: agents do their best when they interoperate. Interaction is obtained by arranging agents in communities called multi-agent systems (MAS) [3]. MAS are generally decentralized open systems with distributed control and asynchronous computation: they
provide a context for agents’ activity with the definition of interaction and communication protocols. In addition they are scalable, fault-tolerant, reliable, and designed for reuse.

An abstract architecture specification of a generic multi-agent system has been proposed by the Foundation of Intelligent Physical Agents (FIPA), an international organization that promotes standards for agent technologies. The proposed architecture [6] is implemented by different multi-agent systems and has been taken as reference model in the comparison of different implementations of MAS.

B. Agents and Grid Computing

Agent technology has been a useful approach in different contexts: air traffic management [5], biologic systems modeling and simulation [7], workflow management [8], and on-line auction systems [9]. Moreover, different fields of computing have taken advantages from the agent oriented approach such as scheduling systems, collaborative smart agendas [10], information filtering [11], and soft-bots [12]. Agents are reliable components to build more flexible and fail safe systems, since autonomy and reactivity allow recovering from fault conditions. This is certainly necessary in high critical scenarios like air traffic management, but it is also a desirable in the case of grid computing. The social ability, such as cooperation, competition and negotiation, is equally fundamental in grids.

Grids are intrinsically distributed and complex systems, as they may require more than one step to provide a resource to a client. Interactions between nodes can change during time in order to make use of resources available at run time. Each node belonging to a grid needs to keep availability of the resources offering and benefits of a certain degree of autonomy and flexibility. Agent technology has been designed to model high dynamic and complex systems [13] and can fulfill many of the requirements related to the development of a grid infrastructure. By using agent technology, users and administrators of the resulting system can have a more friendly and understandable interface to interact with.

Some projects have already proved that the agent oriented approach could be an interesting solution in the field of Grid Computing.

A4, acronym for “Agile Architecture and Autonomous Agent” is a methodology for grid’s resource managing. This approach, described in depth in [14] [15], is based on a flexible architecture, able to rapidly adapt to dynamic environmental changes. Agents are homogeneous and settled in a hierarchical structure, they have capabilities of service discovery and service advertisement.

MyGrid [16] is a Grid project which provides a collaborative environment for biologists working and living in different countries. The architectural design is based on agents and exploits their autonomy and their capability to implement complex interactions through negotiation messages in a generic Agents Communication Language (ACL). MyGrid relies on SoFAR (Southampton Framework for Agent Research) [17], that constitutes the agent oriented infrastructure used by MyGrid.

The Bond Agent System [18] is based on the JADE framework [19] and extends it by providing specific agent behaviours that abstract the concept of grid services.

The agent-oriented approach can take many advantages to field of Grid Computing. In particular it offers a flexible and high level approach that is, at the same time, powerful enough to handle all the different aspects of grid environments. Grids are dynamics by nature and agents have been modeled in order to get aware of the context in which they are situated and to dynamically interact with peers. Agents are also high level interfaces for humans, if compared to objects, and system designers can easily deal with them and organize the entire distributed system in a more clear way. All the presented projects rely on these features of agency and also GrEASe takes benefits from them by the means of the AgentService programming platform.

III. THE AGENTSERVICE PROGRAMMING PLATFORM

AgentService [4] is a multi-agent system development framework that provides a complete support to agent design, implementation, and management with a full run-time environment for agents scheduling, control and monitoring.

The framework has been developed with an extremely modular architecture in order to be customizable and portable over different architectures and operating systems. Modules cover:

- the storage subsystem (repository of all templates used to create agents in the platform);
- the persistence subsystem;
- the messaging subsystem;
- the logging subsystem.

Additional modules can be loaded into the platform in order to enrich and customize the platform services.

AgentService allows the definition of real, autonomous, and persistent agents. Agents have a multi-behavioral activity and organize their knowledge base in a set of persistent data structures shared among the different activities. Agents are scheduled and executed within the AgentService platform that provides them a set of services as defined by the FIPA2000 specification [6]:

- Agent Management System (AMS);
- Directory Facilitator (DF);
- Message Transport Service (MTS).

The agent model implemented in AgentService is based on the use of behaviors and knowledge. Behaviors include decisions and computational tasks; they dynamically determine the agent activity and influence its state.

Knowledge objects define the agent’s knowledge base and consist of a set of shared data structures that can be persisted in order to preserve the agent’s state and that are modified by the activity of Behavior objects.
AgentService provides to the developer a set of Agent Programming eXtensions (APX) [20] specifically designed to simplify the development and the implementation of agent oriented applications; they are a set of templates modeling the implementation of agents, behaviors and knowledge, represented as types in a C#-based programming language.

IV. GREASE ARCHITECTURE

A. Overall Overview

GrEASe (Grid Environment based on Agent Services) is an agent oriented infrastructure for grid computing. GrEASe architecture is structured in two layers: the lower one providing the basic services common to every grid, the upper one providing grid-specific functionalities. Both layers have been modeled by using an agent-oriented approach.

B. The Lower Layer: Basic Infrastructure

The lower layer provides the basic grid functionalities classified as follows:

- node management: grids are dynamic environments where nodes can subscribe and unsubscribe at run-time. General information about the node status need to be accessed in order to provide the necessary interfaces to monitor and maintain the entire grid;
- resource querying and discovery: nodes can query and find resources by using a distributed dispatching system spread all over the nodes;
- authentication: users that access the resources need to be authenticated, since different policies are applied depending on the identity of the requestor;
- transport services: dispatch and receipt of the information and data.

The design and implementation of the lower layer led to the definition of different types of agents: NodeManager, Dispatcher, Authenticator, and Carrier.

NodeManager is the maintainer of the node and performs all the management operations. Three different behaviours have been designed in order to accomplish all the tasks of the NodeManager:

- node subscription and un-subscription from the Grid;
- monitoring services and information about the status of the node and of the resources;
- resource allocation and monitoring.

Dispatchers agents are spread all over the nodes and implement the resource querying and discovery process: each node has an instance of this type of agent. Dispatcher essentially forwards a request for a resource to the neighbor nodes, and waits for a response; at the same time it handles incoming requests from other dispatcher agents. Dispatcher is critical for performance of the resource search process and can support different search algorithms by simply changing the relevant behaviors.

Carrier agents implement the general file transfer service between nodes: agents inside the node instruct Carrier to send a file or are notified by the Carrier of an incoming file transfer for them. Different protocols (e.g. ftp protocol, or its secure version) can transparently be used to implement file transfer service, by defining the corresponding behaviors and selecting the most fitting ones for the specific context.

Authenticator agents are responsible of the user authentication process. The user profile is evaluated in order to grant:

- access to the grid system;
- access to the specified resource by applying the right policy.

Authenticator implements a two-level authentication strategy: first the credentials provided by the user are checked for the access to the grid system; then the availability of the resource is granted on the basis of the successful validation of the authorization criteria.

C. The Upper Layer: Grid-specific Components

Different types of grids are defined according to the different types of resources they share: processor-cycles, documents and data in general, or services. Therefore, specific requirements need to be fulfilled according to the different grid types. Resources of data-grids should be accessed at the same time by multiple clients. Conversely, in a computational-grid resources can be assigned only to a single client at time since the same processor cycles cannot be shared between multiple users.

The upper layer of the GrEASe architecture takes care of all the peculiar features related to the specific type of the chosen grid. The upper layer is defined by all those agents that strictly interact with the resources belonging to the grid and hosted in the node. For example let’s define agents’ behaviors according to the requirements of Computing Grids: the submission of a task to a node for computing means not only the transfer of the executable code of the task, but also the transfer of the requested input and output data. In addition, if tasks are not monolithic it may be convenient to monitor their progress. These functionalities can be encapsulated by the implementation of specific run-time behaviors, one for...
handling the task execution, another for monitoring task progress. A similar approach can be adopted for Data and Service Grids.

V. GREASE IN ACTION

In order to see how GrEASe agents interact to provide a grid service the process of resource querying and discovery will be briefly described.

Figure 2 shows an instance of the AgentService platform running on each grid node (two expanded) that schedules resource agents and infrastructure agents. A client application asks NodeManager of the nearest node by providing user credentials to access the grid. NodeManager forwards the credentials to the co-located Authenticator and waits for feedback. Authenticator verifies the user credentials and in case of success sends an approval message to the user and notifies the NodeManager, which updates the user login status.

Once authenticated the users asks the NodeManager for a given resource. The NodeManager checks the resource availability on its node: if the resource is found it notifies the user, and following the user’s confirmation, it instructs Carrier to dispatch the resource; if the resource is not available in the node, NodeManager forwards the request to the co-located Dispatcher who will distribute the request to others Dispatcher agents across the network, according to the selected resource search algorithm. Every Dispatcher reports the query to its NodeManager and the same process described before applies. If no resources are found in the grid, a time-out function associated to the query makes the query inactive. If more than one node answers that the resource is available, the user asks to send only the first answering node. All the messages across the nodes use the address provided by Directory Facilitator.

Knowledge objects used in this process are:
- Grid topology by Dispatcher;
- User credentials by Authenticator;
- Resource availability by NodeManager;
- Logged users by NodeManager.

The architecture of GrEASe is flexible enough to handle all the different scenarios of Grid Computing. An interesting application of GrEASe can be found in the modeling and the simulation of the peer-to-peer (p2p) nets for sharing data: such networks can be considered a sort of Data Grids:
- they provide to the end user a huge volume of data that is spread all over the network;
- the end user access all the data available in the network and this access is independent from the physical location of data;
- nodes of the net can act either as servers for other nodes or as clients that feed data.

There are some aspects that make Data Grids different from peer-to-peer networks:
- peer-to-peer networks do not implement sophisticated access control techniques and do not have refined user profiles;
- peer-to-peer networks normally provide many different copies of the same data and do not worry about the synchronization of the different copies.

These aspects make peer-to-peer networks only less complex than Data Grids.

By the use of GrEASe it is possible to model each node of the network with an installation of the AgentService platform that runs the agents defined by the GrEASe architecture. The NodeManager will be responsible for the local resources of the node, while the Dispatcher and Carrier will be programmed in order to interact with peers also by using the most known p2p protocols: in this way the nodes of the GrEASe architecture can easily be integrated with the already existing p2p networks. Since peer-to-peer networks normally have simple user policies the Authenticator will provide only the basic functionalities of authentication when needed.

In peer-to-peer networks resources normally refer to simple files and for this reason there is no need to define particular agents that represents the resources inside the platform. The upper layer will be configured with particular agents:
- if the node is attached to an end user the upper layer will require a user-agent that handles the user requirements and control the behavior of the node for the user;
- in the case of the node is intended to measure and monitor the traffic that flows through it a special agent can be designed to track all this kind of information and report it to the user;

The introduction of the agents into the upper layer is rather simple because agents rely on the platform services to perform their activity: by querying the Directory Facilitator can dynamically discover the NodeManager; each agent uses the
message based system provided by the MTS to interact with the other agents and they can easily interact with the other “citizens” of the platform once they know the ontology that NodeManager, Dispatcher, Carrier, and Authenticator support. These ontologies are made available to each agent by the platform through the Directory Facilitator.

The architecture provided with GrEASe, the services offered by the AgentService platform, and the approach defined with the agent-oriented paradigm, allow a quick and not difficult implementation of the described example. In fact, designers can better concentrate on the peculiar aspects of the example rather than define the overall infrastructure and the programming model needed to implement the example.

VI. CONCLUSION AND FUTURE WORK

Agent technology and in particular agent oriented decomposition has played a key role in the design and the implementation of GrEASe. The division of the tasks to the different types of agents has led to a flexible and customizable architecture. Interaction between agents is done with clean and fixed interfaces defined by the messages they exchange and this allows loose coupling among the different components.

The approach taken with GrEASe is different from the ones adopted by the other similar projects like A4 and the Bond Agent System: while A4 leverages on a hierarchical structure used to organized the resources in the grid, GrEASe adopts a two-level architecture that separates the features common to all the grid types from the features peculiar to the specific grid type. Moreover, GrEASe is not tied, as in the case of the Bond Agent System, to a strong BDI architecture but the use of AgentService allows a more open environment.

The architecture provided with GrEASe, the services offered by the AgentService platform, and the approach defined by the agent-oriented paradigm offer to developers a basic set of functionalities. In particular, the agent oriented approach and the fact that agents live inside a multi-agent system that relies on the services of a platform, are an important abstraction on which the GrEASe architecture is founded. GrEASe exploits the services of AgentService in order to deliver to the developer an high-level tool to model real applications in the field of Grid Computing. A simple example has been discussed in order to show to the user that the approach promoted by GrEASe can be an interesting solution.

Currently GrEASe implements the resource search and delivery in the three common grid types: Data, Computational and Service. The most natural expansion of future development is to allow the interaction between GrEASe and other existing legacy grids. In this case AgentService will be used to shape Interface Agents to access legacy grids in accordance to their individual established rules.
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